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## Introduction

In 1949 Gál introduced the following sums associated to a set $\mathcal{M}$ and defined by
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- Originally had applications in metric Diophantine approximation (distribution modulo 1, Duffin-Schaeffer conjecture, ...)
- Recently, new interest in connection with large values of the Riemann zeta function.
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Consequence:
$\left.\max _{t \in[0, T] \left\lvert\, \zeta\left(\frac{1}{2}\right.\right.}+i t\right) \left\lvert\, \geq \exp \left\{(2 \sqrt{2}+o(1)) \sqrt{\frac{\log T \log _{3} T}{\log _{2} T}}\right\}\right.$
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There exists $\eta \approx 0.16656<1 / 6$ such that when $N$ tends to $+\infty$

$$
(\log N)^{\eta} \ll \mathcal{T}(N) \ll(\log N)^{\eta}\left(\log _{2} N\right)^{3} .
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## Application:

- Logarithmic improvements of the Burgess' bound on multiplicative character sums
- Non-vanishing of theta functions

■ Lower bounds on small moments of character sums
A related minimization problem gives better results in last two applications.
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As an application of GCD sums, we prove:

## Theorem (La Bretèche, M., Tenenbaum 2019)

$$
S_{\chi}(M, N) \ll N^{1-1 / r_{1}} p^{(r+1) / 4 r^{2}}(\log p)^{(\eta+o(1)) / 2 r}, \quad \eta \approx 0.16656
$$
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The exponent $\delta$ is the one appearing in the famous multiplication table problem of Erdős:

$$
H(N)=\left\lvert\,\left\{n \leq N^{2} \exists a, b \leq N, n=a b\right\} \asymp \frac{N^{2}}{(\log N)^{\delta+o(1)}}\right.
$$

## Small moments of random multiplicative functions and character sums

$p \rightarrow X(p)$ a random variable uniformly distributed on $\{z,|z|=1\}$. Random multiplicative function: $X(n)=\prod_{p^{\alpha} \| n} X(p)^{\alpha}$.

## Small moments of random multiplicative functions and character sums

$p \rightarrow X(p)$ a random variable uniformly distributed on $\{z,|z|=1\}$. Random multiplicative function: $X(n)=\prod_{p^{\alpha} \| n} X(p)^{\alpha}$.
Conjecture(Helson):

$$
\mathbb{E}\left|\sum_{n \leq N} X(n)\right|=o(\sqrt{N}) .
$$

## Small moments of random multiplicative functions and character sums

$p \rightarrow X(p)$ a random variable uniformly distributed on $\{z,|z|=1\}$. Random multiplicative function: $X(n)=\prod_{p^{\alpha} \| n} X(p)^{\alpha}$.
Conjecture(Helson):

$$
\mathbb{E}\left|\sum_{n \leq N} X(n)\right|=o(\sqrt{N}) .
$$

■ Harper (2018) proved the conjecture under the following form

$$
\mathbb{E}\left|\sum_{n \leq N} X(n)\right| \asymp \frac{\sqrt{N}}{(\log \log N)^{1 / 4}} .
$$

## Small moments of random multiplicative functions and character sums

$p \rightarrow X(p)$ a random variable uniformly distributed on $\{z,|z|=1\}$. Random multiplicative function: $X(n)=\prod_{p^{\alpha} \| n} X(p)^{\alpha}$.
Conjecture(Helson):

$$
\mathbb{E}\left|\sum_{n \leq N} X(n)\right|=o(\sqrt{N}) .
$$

- Harper (2018) proved the conjecture under the following form $\mathbb{E}\left|\sum_{n \leq N} X(n)\right| \asymp \frac{\sqrt{N}}{(\log \log N)^{1 / 4}}$.
■ Deterministic analogues?


## Small moments of random multiplicative functions and character sums

$p \rightarrow X(p)$ a random variable uniformly distributed on $\{z,|z|=1\}$. Random multiplicative function: $X(n)=\prod_{p^{\alpha} \| n} X(p)^{\alpha}$.
Conjecture(Helson):

$$
\mathbb{E}\left|\sum_{n \leq N} X(n)\right|=o(\sqrt{N}) .
$$

- Harper (2018) proved the conjecture under the following form $\mathbb{E}\left|\sum_{n \leq N} X(n)\right| \asymp \frac{\sqrt{N}}{(\log \log N)^{1 / 4}}$.
■ Deterministic analogues?

Small moments of random multiplicative functions and character sums
$p \rightarrow X(p)$ a random variable uniformly distributed on $\{z,|z|=1\}$. Random multiplicative function: $X(n)=\prod_{p^{\alpha} \| n} X(p)^{\alpha}$.
Conjecture(Helson):

$$
\mathbb{E}\left|\sum_{n \leq N} X(n)\right|=o(\sqrt{N}) .
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- Harper (2018) proved the conjecture under the following form

$$
\mathbb{E}\left|\sum_{n \leq N} X(n)\right| \asymp \frac{\sqrt{N}}{(\log \log N)^{1 / 4}}
$$

■ Deterministic analogues?
We have more than square-root cancellation (Harper, announced)

$$
\frac{1}{p-1} \sum_{\chi \neq \chi_{0}}\left|\sum_{n \leqslant N} \chi(n)\right| \ll \frac{\sqrt{N}}{\min \left\{(\log \log L)^{1 / 4},(\log \log \log p)^{1 / 4}\right\}}
$$

where $L=\min \{N, p / N\}$.

## Lower bounds for moments of character sums

Obtaining good lower bounds from the probabilistic methods used by Harper seems hard.
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## Theorem (La Bretèche, M., Tenenbaum 2019)

For $p$ sufficiently large and $L:=\min (N, p / N)$, we have

$$
\frac{1}{p-2} \sum_{\chi \neq \chi_{0}}\left|\sum_{n \leqslant N} \chi(n)\right| \gg \sqrt{\frac{N}{\mathcal{E}_{L}}} \gg \frac{\sqrt{N}}{(\log L)^{\delta / 2}\left(\log _{2} L\right)^{3}}
$$

with $\delta / 2 \approx 0.043$.
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Let $N_{k}(N)$ denote the number of integers $n \leqslant N$ such that $\Omega(n)=k$ (where $\Omega(n)$ denote the total number of prime factors of $n$, counted with multiplicity).
We have for $\kappa:=k / \log _{2} N$

$$
N_{k}(N) \asymp \frac{N}{(\log N)^{Q(\kappa)} \sqrt{\log _{2} N}}
$$

where $Q(x)=x \log x-x+1$.
To prove the upper bound for $\mathcal{T}(N)$, we choose the set of integers $n \in(N / 2, N)$ such that $\Omega(n)=\kappa \log _{2} N$ and

$$
\Omega(n, t):=\sum_{p^{\nu} \| n, p \leqslant t} \nu \leqslant \kappa \log _{2} 3 t+C(1 \leqslant t \leqslant N) .
$$

## Local properties of divisors

Denote by $F_{k}(N ; C)$ the number of integers $n \leqslant N$ counted by $N_{k}(N)$ and such that

$$
\begin{equation*}
\Omega(n, t) \leqslant \kappa \log _{2} 3 t+C \quad(1 \leqslant t \leqslant N) \tag{5}
\end{equation*}
$$

with $\kappa:=k / \log _{2} x$.
Lemma (Deduced from the work of Ford)
Let $\left.\kappa_{0} \in\right] 0,2\left[\right.$. For $0 \leqslant \kappa \leqslant \kappa_{0}$ and suitable $C=C\left(\kappa_{0}\right)$, we have

$$
\begin{equation*}
F_{k}(N ; C) \asymp \frac{N_{k}(N)}{k} \quad(N \geqslant 3) \tag{6}
\end{equation*}
$$

Thank you for your attention!

